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ABSTRACT
Nearest Neighbor Search (NNS) has recently drawn a rapid growth

of interest because of its core role in high-dimensional vector data

management in data science and AI applications. The interest is

fueled by the success of neural embedding, where deep learning

models transform unstructured data into semantically correlated

feature vectors for data analysis, e.g., recommending popular items.

Among several categories of methods for fast NNS, graph-based

approximate nearest neighbor search algorithms have led to the

best-in-class search performance on a wide range of real-world

datasets. While prior works improve graph-based NNS search effi-

ciency mainly through exploiting the structure of the graph with

sophisticated heuristic rules, in this work, we show that the fre-

quency distributions of edge visits for graph-based NNS can be

highly skewed. This finding leads to the study of pruning unneces-

sary edges to avoid redundant computation during graph traversal

by utilizing the query distribution, an important yet under-explored

aspect of graph-based NNS. In particular, we formulate graph prun-

ing as a discrete optimization problem, and introduce a graph opti-

mization algorithm GraSP that improves the search efficiency of

similarity graphs by learning to prune redundant edges. GraSP

enhances an existing similarity graph with a probabilistic model. It

then performs a novel subgraph sampling and iterative refinement

optimization to explicitly maximize search efficiency when remov-

ing a subset of edges in expectation over a graph for a large set

of training queries. The evaluation shows that GraSP consistently

improves the search efficiency on real-world datasets, providing up

to 2.24X faster search speed than state-of-the-art methods without

losing accuracy.
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1 INTRODUCTION
Nearest neighbor search has been the core of canonical learning

algorithms such as non-parametric classification/regression. The

problem has recently become the focus of intense research activity

due to its role in supporting semantic-based search of unstructured

data such as images, texts, video, and speech using neural embed-

ding models. In semantic-based search, the unstructured entities are

embedded as dense continuous vectors such that the similarity be-

tween entities is expressed as the distance (e.g., Euclidean) between

their embeddings [45, 47, 51, 53]. During inference, the search query

is embedded into the same high dimensional space, and the applica-

tion or service returns the entities whose embeddings are nearest to

the embedded search query [40]. For example, e-commerce players

such as Amazon [41] and Alibaba [56] build semantic-based search

engines, which embed product catalog and the search query into

high-dimensional vectors and recommends products whose embed-

dings that are closest to the embedded search query; Youtube [17]

embeds videos to vectors for video recommendation; Web-scale

search engines embed text (e.g., word2vec [37], doc2vec [30]) and

images (e.g., VGG [47]) for text/image retrieval [16, 49]. Due to

the success and continual advancement of neural embedding tech-

niques that effectively capture the semantic relations of objects, we

expect applications built on top of the embedding-based search to

continue growing in the future.

A big challenge of the aforementioned applications is on per-

forming fast near neighbor search, because the search happens for

every query, and applications such as web search and recommen-

dations are interactive and need to return near neighbors within

a few or tens of milliseconds to avoid degrading user satisfaction

and revenue [22]. Moreover, interactive services often need to han-

dle massive request volumes and could require hundreds and even

thousands of machines for serving similarity search: serving effi-

ciency and thus the cost (e.g., the ownership cost and energy cost)

are also of crucial importance.

A vast amount of theoretical and empirical literature has been

proposed for fast near neighbor search, ranging from space par-

titioning [8] to hardware-based solutions [28, 54]. Among them,

graph-based approaches such as HNSW [36] have emerged as a re-

markably effective approach and achieved the best-in-class search

performance on real-world datasets [20, 21, 32], outperforming

existing algorithms such as tree-based approaches [39, 52] and
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locality-sensitive hashing [6]. For example, four of the top five

search libraries on well-established ANN benchmarks use graph

indices [9]. Graph indices have also been integrated with many

large-scale production systems [3, 16, 48–50]. Therefore, optimiz-

ing graph-based near neighbor search has a clear practical value.

To improve search efficiency, existing methods often build a

similarity graph by exploiting graph structures with heuristic rules.

For example, several state-of-the-art methods [25, 36] builds a graph

by iteratively adding nodes to a partially constructed graph. In this

process, existing methods refine the graph by adding diversified

edges (e.g., adding short-range links to create densely connected

local clusters and long-range links that connect those clusters) and

removing unnecessary edges (e.g., so that a node does not exceed a

pre-defined upper bound out-degree) to improve the navigability of

the graph. Different methods [24, 25, 36] employ slightly different

heuristics to accomplish this, but overall they are driven by the

same principles. Despite showing promising results, one subtle

issue of this type of approach is that the heuristics do not directly

optimize the index structure for online search efficiency. As a result,

different heuristics can lead to superior results on some datasets

but worse performance on others.

Since many online services often receive hundreds of thousands

of queries per day, which are available in abundance (e.g., in query

log), it seems natural to ask, "can we improve the near neighbor

search efficiency by learning from existing queries?" – an important

yet surprisingly under-explored aspect for the ANN search task.

To answer this question, we formulate the graph pruning process

as a discrete optimization problem towards maximizing search ef-

ficiency for a large set of training queries when a subset of edges

are removed from the original graph. To solve this problem, we

introduce a new graph optimization algorithm for nearest neighbor

search (GraSP: Graph Sampling and Pruning), that efficiently im-

prove the search efficiency of similarity graphs by learning to prune

redundant edges. GraSP enhances an existing similarity graph with

a probabilistic model called Annealable Similarity Graph (ASG).

GraSP then performs a novel subgraph sampling and iterative re-

finement approach to learn important edges based on the joint

probability of individual edges that maximize the accuracy and

minimize the search complexity in expectation over graphs.

Specifically, the contributions of our paper consist of (1) a prelimi-

nary analysis that reveals the challenges and opportunities from the

existing graph-based ANN search. (2) A novel probabilistic model

called Annealable Similarity Graph (ASG) for similarity graphs,

which makes it easy to learn an edge probability for each edge that

indicates whether an edge can be pruned without hurting search

efficiency. (3) A novel subgraph sampling and iterative refinement

optimization method which efficiently learns an important subset

of edges of a graph to reduce ANN search latency without sacri-

ficing accuracy. (4) A theoretical proof of the correctness of our

optimization. (5) A detailed evaluation of the proposed method on

real-world benchmarks. The evaluation results show that GraSP

enhances existing graph-based ANN search algorithms such as

HNSW to achieve up to 1.49x speedups and is up to 2.24x faster

than NSG in search time without sacrificing accuracy.

2 RELATEDWORK
The literature on the nearest neighbor search is vast, and hence,

we restrict our attention to the most relevant works here. Earlier

works on ANN indexing mostly focus on space partitioning based

methods, which partition the vector space and index the resulting

sub-spaces for fast retrievals, such as KD-Tree [14], R
∗
-Tree [13],

and Randomized KD-Tree [39]. However, the complexity of these

methods becomes not more efficient than a brute-force search as

the dimension becomes large (e.g., >15) [31]. Therefore, they per-

form poorly on embedding vectors that are more than a few tens

of dimensions. Prior works have also devoted extensive efforts

over locality-sensitive hashing [5, 7]. These methods have solid

theoretical foundations and allow us to estimate the search tim@e

or the probability of successful search. However, LSH and similar

approaches have been designed for large sparse vectors with hun-

dreds of thousands of dimensions, not dense continuous vectors

with at most a few hundreds of dimensions. As a result, graph-based

approaches outperform LSH-based methods by a large margin on

large-scale datasets [29, 32, 36].

A separate line of research involves compression, which com-

putes compressed representations of points to make computing

the approximate distance quickly while saving memory (e.g., com-

pact Hamming codes [43] and product quantization [27, 29, 42]).

Compression can be combined with indexing approaches to save

memory while providing fast ANN search [12, 48, 55]. Although

compression-based methods achieve outstanding memory savings,

they are sensitive to quantization errors and result in poor recall@1

accuracy on large datasets [20, 32].

More recently, Malkov and Yashunin found that graphs that

satisfy the Small World property are good candidates for best-
first search. They introduce Hierarchical Navigable Small World

(HNSW) [36], which iteratively builds a hierarchical k-NN graph

with randomly inserted long-range links to enhance graph connec-

tivity. For each query, it then performs a walk, which eventually

converges to the nearest neighbor in logarithmic complexity. Subse-

quently, Fu et al. proposed NSG, which approximatesMonotonic Rel-
ative Neighbor Graph (MRNG) [25] that also involves long-ranged

links for enhancing connectivity. To the best of our knowledge, both

HNSW and NSG are considered as the state-of-the-art methods for

ANN search [21, 32] and have been adopted by major players in

the industry [4, 34, 48].

3 OBSERVATIONS AND OPPORTUNITIES
This section presents our observation that motivated the design of

the approach introduced in Section 4. We conduct the evaluations

on SIFT1M [33] and Deep1M [10].

Optimizing graphs based on heuristics? First, we carry out an

analysis by comparing ANN graphs that apply different heuristics

in graph construction. The goal is to measure if a certain heuristic

consistently works better than others. Fig. 1 shows the accuracy-

vs-latency between EFANNA [23], HNSW [36], and NSG [25]. We

observe that HNSW and NSG consistently perform better than

EFANNA, one of the best-performing k-NN graph-based methods,

for a wide range of recall regimes. We find out that this is because k-

NN graphs have poor performance on clustered data (the graph has

a high probability of being disconnected). In contrast, both HNSW



and NSG contain heuristics that increase the graphs’ connectivity,

ensuring the other points are reachable from a given starting point.

These results suggest that diversification of edges is indeed crucial

for improving search efficiency. Interestingly, we observe that al-

though NSG is faster than HNSW on SIFT1M in the < 0.98 recall

range; HNSW achieves better search efficiency than NSG when

recall > 0.98. Similarly, NSG outperforms HNSW on Deep1M in

the > 0.95 recall range but is slower when recall < 0.94.

Our hypothesis is that since neither HNSW nor NSG explicitly

maximizes the online search latency-vs-accuracy when construct-

ing graphs, there might be redundant edges in a graph that can

negatively affect search efficiency. Specifically, edges that do not

help reduce the search path length can negatively increase the

neighbor inspection cost because they create redundant computa-

tions. As a result, neither method consistently achieves superior

performance on both datasets. We conjecture that by removing

redundant computations, the ANN search efficiency can be signifi-

cantly improved.

(a) SIFT1M (b) Deep1M

Figure 1: Comparison of EFANNA, HNSW, and NSG in
accuracy-vs-latency. The results show that neither method
consistently achieves a superior performance results.

Highly skewed query distribution. Our second analysis mea-

sures the frequency of visits on all edges. The goal is to evaluate

the load-balancing property of ANN graphs. We randomly sam-

ple 100K vectors from the corresponding learning sets of SIFT1M

and Deep1M as queries. Fig. 2 shows that the bottom layer of the

HNSW graph has a highly skewed distribution. The x-axis shows

the number of visits, and the y-axis indicates the frequencies of

each visit count. The majority of edges are visited only once, and

the frequency roughly follows an exponential decay curve, where

only a small number of edges are highly visited. We further find

that the skewed distribution is caused by the fact that some hub

nodes (e.g., nodes with high in-degree) are much more likely to be

visited than others.

Existing graph-based ANN algorithms often ignore this query

distribution information, which can be exploited for improving

ANN search efficiency. For example, existing graph-based methods

often need to decide an upper bound of out-degree𝑀 for all nodes.

Without query distribution information, it is challenging to decide

how to place such an upper bound to the out-degree𝑀 : (a) a large

𝑀 tends to increase the number of neighbors to examine at a local

point but may decrease the search path length; (b) a small𝑀 gives

the opposite tradeoff. More importantly, it seems suboptimal to

place a fixed upper bound given that there are indeed "hub" nodes

(a) SIFT1M (b) Deep1M

Figure 2: The frequency distributions of visits to edges. The
results show that the distributions are highly skewed.

in the graph that require more connections. Therefore, one opti-

mization opportunity is to let each node adaptively select its own

out-degree, helping avoid redundant computation.

4 GraSP: LEARNING TO OPTIMIZE GRAPHS
In this section, we first provide the overview of our methods (Fig. 3).

Then we will describe the details of its major components.

Problem Definition. Considering a set of 𝑁 𝑑-dimensional em-

bedding vectors 𝑋 = {𝑥1, ..., 𝑥𝑁 }, the graph-based nearest neigh-

bor search problem aims to build a directed graph 𝐺 = (𝑉 , 𝐸),
where each node 𝑣𝑖 ∈ 𝑉 corresponds to a vector 𝑥𝑖 , and each edge

𝑒 𝑗 ∈ 𝐸 represents a relative distance measure (e.g., Euclidean dis-

tance) between two node, such that for a given set of query vectors

𝑌 = {𝑦1, ..., 𝑦𝑀 }, the time to retrieve their nearest neighbors in 𝑋

for a target recall is minimum.

We propose GraSP to tackle this problem, which contains three

major phases.

Stage 1: Probabilistic graph construction. To begin with, we

first introduce a novel probabilistic model called Annealable Simi-

larity Graph (ASG) (Section 4.1), where we associate each edge of a

graph with a learnable edge probability that indicates whether to

keep or remove that edge. This new representation allows framing

edge connectivity refinement as an optimization problem towards

maximizing search efficiency for a large set of training queries. ASG

can be defined on any existing similarity graphs, e.g., those con-

structed with existing heuristic-based methods such as HNSW [36].

Stage 2: Learning edge importance via subgraph sampling
and iterative refinement. To quantitatively measure the edge im-

portance for different queries, we model edge importance as the

robustness of graph search efficiency to edge removal. Such a strat-

egy allows us to define an objective function that reflects the loss

of search efficiency, which is quantified by the distance error for a

query from searching an induced subgraph (𝐺
′
in 2.a ) and the full

graph (G
∗
in 2.b ) within a search budget. To optimize the objective

function, we introduce a novel subgraph sampling and iterative

refinement approach ( 2.c , 2.d in Fig. 3). In the beginning, all edges

have equal probabilities (edge weights here are uninformative). Dur-

ing the optimization, GraSP enables exploration and exploitation of

edge probabilities and iteratively refine edge probabilities to create

an ensemble of refined subgraphs.

Stage 3: Final pruning. In this step, we select a small but critical

set of edges to form the final similarity graph and prune the re-

maining edges by masking them out. The final refined graph can

then be used for answering queries.
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Figure 3: Overview of GraSP, which consists of three stages: 1. Constructing a probabilistic model for a similarity graph; 2.
Learning edge importance via subgraph sampling and iterative refinement; 3. Pruning edges based on learned edge importance.

4.1 Subgraph Sampling and Iterative
Refinement

This section introduces the proposed GraSP approach in detail.

A probabilistic model for similarity graph. Traditionally, sim-

ilarity graphs contain only structure information regarding how

nodes are connected by edges. Here, we introduce a novel proba-

bilistic model for similarity graphs — Annealable Similarity Graph.

Definition 4.1. (Annealable Similarity Graph) Given a similarity
graph 𝐺 (𝑉 , 𝐸), an Annealable Similarity Graph 𝐺 (𝑉 , 𝐸,W) is ob-
tained by associating each edge 𝑒 ∈ 𝐸 with a weight variable𝑤𝑒 ∈ W,
and a transformation function 𝑝 : 𝐸 → (0, 1) such that 𝑝 (𝑒) ≡ 𝑝𝑒
indicates the edge probability of 𝑒 . That is, an independent Bernoulli
random variable 𝑅𝑒 , where P(𝑅𝑒 = 1) = 𝑝𝑒 , P(𝑅𝑒 = 0) = 1 − 𝑝𝑒 is
assigned to each 𝑒 , which decides whether 𝑒 should exist in the graph.

Such a probabilistic model allows sampling of subgraphs in con-

tinuous space, and with associated probabilities. Intuitively, an

edge probability 𝑝𝑒 should be: (i) monotonically increasing as𝑤𝑒
increases; and (ii) lim𝑤𝑒→+∞ 𝑝𝑒 = 1, and lim𝑤𝑒→−∞ 𝑝𝑒 = 0. More

importantly, it is desirable to have 𝑤𝑒 initialized to similar val-

ues for all edges, allowing each edge to have an equal probability

of consideration when there is little information about the edge

probability. As there are more about edge information, 𝑝𝑒 should

converge into a degenerated distribution that allows identifying a

subset of edges that maximizes search efficiency.

To satisfy the above conditions, we introduce the following trans-
formation function 𝑝 for ASG:

𝑝𝑒 (𝑇 ) =
1

1 + exp
(
−𝑤𝑒+`

𝑇

) (1)

where ` is a normalizing factor to keep

∑
𝑒∈𝐸 𝑝𝑒 (𝑇𝑛) = 𝐶 a constant

and 𝑇 ∈ (0,∞) is the temperature, which smooths the probabilities

𝑝𝑒 as following. If𝑇 →∞, the probabilities 𝑝𝑒 converges uniformly

to the same value regardless of edge 𝑒 ; on the other hand, if 𝑇 → 0,

the probabilities 𝑝𝑒 converges to either 1 or 0, respectively. Math-

ematically, our definition of the transformation function implies

that the joint distribution of 𝑅𝑒 (𝑇 ) for all edges 𝑒 should be equal

for 𝑇 → ∞, which corresponds to exploration, and sparsely sup-

ported for 𝑇 → 0, which corresponds to exploitation. We note that

the above definition is closely related to the Fermi-Dirac distribu-

tion [18], which use state energies, temperature, and total chemical

potential to model a physic system.

With the probabilisticmodel, we still need to answer the question:

whether we can measure how removing or keeping an edge would

affect search efficiency, and if so, how to quantitatively obtain the

loss of search efficiency?

Modeling edge importance. In this work, we consider mod-

eling edge importance of proximity graph with respect to search

efficiency as the robustness of search efficiency against edge removal.
We do so by stochastically deleting each edge 𝑒 with probability

1 − 𝑝𝑒 , and we denote the resulting random graph as 𝐺 ′(𝑉 , 𝐸 ′),
where 𝐸 ′ is the set of selected edges. For any query 𝑞, if we find the

exact nearest neighbor in 𝐺 but not in 𝐺 ′ under a search budget,

then we treat the edge hops 𝐻𝑞 (i.e., the set of edges traversed along

the search path in 𝐺 rather than the full set of edges that have

been inspected) of 𝑞 in𝐺 to be important for preserving the search

efficiency, because it is their deletion that causes the failure to find

the nearest neighbor in 𝐺 ′.
We remark that the above way of modeling edge importance

was first introduced in percolation theory [15], to study the phase

transition of a physical system when one or more of its properties

change abruptly after a slight change in controlling variables. It

was then applied to model adversarial attacks to complex networks

such as Internet [46]. To our best knowledge, we are the first to

apply it for modeling edge importance in graph-based ANN search.

Search-efficiency-aware objective function.Oncewe get the
set of edge hops for a query 𝑞 (denote as 𝐻𝑞 ), we define the loss for

query 𝑞 as how far off the found candidate is relative to its true near-

est neighbor, which is remotely similar to the teacher-student loss

function in the Knowledge Distillation scheme [26]. In particular,

assume 𝐺 answers the query 𝑞 by returning a point 𝑝 , and 𝐺 ′ an-
swers 𝑞 with a candidate 𝑝 ′, we define the search-efficiency-aware

loss over a training set 𝑄 as:

𝐿(𝑄,𝐺,𝐺 ′) = 1

|𝑄 |
∑
𝑞∈𝑄
E

[
𝐿(𝑞,𝐺,𝐺 ′)

]
(2)

𝐿(𝑞,𝐺,𝐺 ′) = 𝛿 ⟨𝑝 ′, 𝑞⟩
𝛿 ⟨𝑝, 𝑞⟩ − 1 (3)

where 𝛿 ⟨·, ·⟩ represents the distance between two nodes. The loss

measures the delta of 𝑞’s nearest neighbor in a subgraph 𝐺 ′ versus
in the full graph 𝐺 .

Learning edge importance via weighted sampling. At each
iteration, the algorithmwill (1) increase the weight of an edge based

on its contribution to the loss and (2) normalize all edge weights (i.e.,

the weight of an unimportant edge will be decreased). To reduce

the loss, we update the weight 𝑤ℎ of ℎ ∈ 𝐻𝑞 by increasing their

weights with Δ𝑤ℎ , which is defined as:

Δ𝑤ℎ = ( 𝛿 ⟨𝑝
′, 𝑞⟩

𝛿 ⟨𝑝, 𝑞⟩ − 1) · [,∀ℎ ∈ 𝐻
𝑞

(4)



where [ represents the learning rate. The idea is that when the

returned candidate 𝑝 ′ in 𝐺 ′ is the exact nearest neighbor as 𝑞 re-
turned by𝐺 , then the deleted edges are less important and Δ𝑤ℎ is 0.

Otherwise, the larger 𝛿 ⟨𝑝 ′, 𝑞⟩ in comparison to 𝛿 ⟨𝑝, 𝑞⟩, the more im-

portance 𝐻𝑞 indicates, and the edge weights of 𝐻𝑞 should increase

more such that 𝐻𝑞 shall have a higher probability being sampled

(i.e., being more important for preserving search efficiency).

At learning time, we would like to obtain a subgraph 𝐺 ′ from 𝐺

by sampling a set of expected E[|𝐸 ′ |] = ⌈_ · |𝐸 |⌉ edges based on their
edge weights, where _ represents a sampling ratio. One challenge

would be that the number of edges of a random subgraph 𝐺 ′(𝑘)
follows a Poisson binomial distribution: It is the sum of Bernoulli

random variables 𝑅𝑒 , 𝑒 = 1, ..., |𝐸 |, each taking on values 0 and

1 with probabilities 1 − 𝑝𝑒 and 𝑝𝑒 , respectively. However, since

Δ𝑤 ≥ 0 in Eq 4, how to expect the sampled subgraph𝐺 ′(𝑘) to have
E[|𝐸 ′(𝑘) |] edges given that increased weights also increase the sum
of 𝑅𝑒? To address this challenge, we do a binomial normalization
to adjust the edge weights at the beginning of each iteration by

adding a normalizing factor ` (𝑘) (as in Eq 1) to all edge weights so

that the sum of 𝑅𝑒 equals to |𝐸 ′(𝑘) |:

|𝐸 ′(𝑘) | ≡ E
[∑
𝑒∈𝐸

𝑅𝑒

]
=

∑
𝑒∈𝐸

𝑝𝑒 (𝑇 ) =
∑
𝑒∈𝐸

1

1 + 𝑒−
𝑤𝑒+` (𝑘 )

𝑇

(5)

where ` (𝑘) is calculated through the binary search of the computed

sum of probabilities (Appendix B).

Iterative refinement. To make the graph robust to test time

deletion of edges from the input queries, our subgraph sampling

technique also involves an iterative refinement process, where it

generates a sequence of randomized subgraphs:𝐺 ′(1) → 𝐺 ′(2) →
· · · → 𝐺 ′(𝐾), which correspond to 𝐾 optimization steps. At each

step 𝑘 , the edge probability is computed from the weight of the pre-

vious step𝑤 (𝑘 − 1). The new weight𝑤 (𝑘) is then obtained through
learning to minimize the search efficiency aware loss measured on

the newly sampled subgraph 𝐺 ′(𝑘).
The sampling ratio at iteration𝑘 is governed by a sampling policy

0 < _(𝑘) ≤ 1, which decides how many edges a sampled subgraph

𝐺 ′(𝑘) has. We define _(𝑘) as:

_(𝑘) = 𝜎 + (_(0) − 𝜎)
(
1 − 𝑘

𝐾

)𝑐
(6)

where 𝜎 is the fraction of selected edges, 𝑐 ∈ {1, 3} and _(0) >= 𝜎 is

the initial sampling rate (e.g., 1). There is an intuitive and straight-

forward motivation regarding this choice: It selects edges more

randomly in the beginning and gradually becomes more selective

as the optimization is close to the end. Furthermore, we update

𝑇 by 𝑇 (𝑘) = 𝑇0 · 𝛽𝑘 along the iterations, which starts with a rel-

atively high temperature 𝑇0 and decays fast with a decay factor

𝛽 . By generating a sequence of subgraphs varying the sampling

rate, we create an ensemble of sets of subgraphs, which collectively

optimize the joint probability of individual edges.

Putting it together. Algorithm 1 shows the GraSP algorithm.

The optimization process ends when it meets a stopping criterion.

In our current implementation, we use a simple criterion that stops

after a small number of iterations (e.g., ≤ 20). There are other ways

to stop without using a constant number K (e.g., by detecting how

close it is to convergence) that are worth further exploration. Once

the optimization finishes, we re-rank edges based on their final edge

probabilities and select edges with high probabilities according to

the desired keep ratio 𝜎 . In case it detects that the input distribution

has significantly shifted from the training set distributions [38], it

falls back to the original heuristic graph by unmasking the pruned

edges. The computation complexity for our approach is𝑂 (𝐾 × (|𝐸 | ·
𝑙𝑜𝑔(𝑚𝑎𝑥 (W) −𝑚𝑖𝑛(W)) + |𝐸 | + |𝑄 | · 𝑙𝑜𝑔( |𝑉 |) + |𝐸 | · 𝑙𝑜𝑔( |𝐸 |)), and
we provide a detailed analysis in Appendix C.

Algorithm 1 GraSP

1: Input: Base set 𝑋 , learning set 𝑄 .
2: Output: Pruned graph 𝐺 (𝑉 , 𝐸).
3: Parameters: Learning rate [, starting temperature 𝑇0, decay

factor 𝛽 , keep ratio 𝜎 , max iteration 𝐾 , candidate queue size 𝐿

4: Init: T← T0, k← 0

5: Stage 1: Construct Annealable Similarity Graph G(V, E,
W)

6: Stage 2: Learning edge importance
7: while 𝑘 ≤ 𝐾 do
8: _ ← 𝜎 + (_(0) − 𝜎)

(
1 − 𝑘

𝐾

)𝑐
9: Normalize𝑤 s.t. |𝐸 ′(𝑘) | = ⌈_(𝑘) · |𝐸 |⌉ ≡ ∑

𝑒∈𝐸
1

1+exp
(
−𝑤𝑒+` (𝑘 )

𝑇

)
10: Randomly sample a subgraph 𝐺 ′(𝑘) based on edge proba-

bilities

11: for 𝑞 in 𝑄 do
12: 𝑝 ′, _← 𝑠𝑒𝑎𝑟𝑐ℎ(𝐺 ′(𝑘), 𝑞, 𝐿)
13: 𝑝, 𝐻𝑞 ← 𝑠𝑒𝑎𝑟𝑐ℎ(𝐺,𝑞, 𝐿)
14: if 𝑝 ≠ 𝑝 ′ then
15: for ℎ in 𝐻𝑞 do
16: 𝑤ℎ ← 𝑤ℎ + (

𝛿 ⟨𝑝′,𝑞⟩
𝛿 ⟨𝑝,𝑞⟩ − 1) · [

17: 𝑇 ← 𝑇0 · 𝛽𝑘
18: Shuffle 𝑄

19: Stage 3: Pruning edges
20: Select 𝜎 · |𝐸 | highest ranked edges and prune the rest edges

5 EVALUATION
In this section, we conduct empirical evaluations by optimizing the

state-of-the-arts similarity graphs using GraSP.

5.1 Methodology
Implementation details. Our implementation of GraSP is based

on HNSW [1]. We choose HNSW to construct the initial graph due

to its excellent performance in practice [9]. For a given dataset, we

first construct an HNSW graph using the base set. Since HNSW uses

1-greedy search on upper layers (i.e., to find a good starting point at

the bottom layer) and performs N-greedy search at the bottom layer,

which is where the majority of search happens, we apply GraSP

to optimize the bottom layer of the constructed HNSW graph. We

then optimize the HNSW bottom layer using the training set by

fixing the hyperparameters as 𝑇0 = 1, 𝐾 = 20, 𝛽 = 0.8, [ = 0.1 and

tune 𝜎 = [0.5, 0.9]. We use the hold-out testing vectors provided by

the benchmarks for final evaluation, and we make sure there are no

overlapping between the training set and the testing set to avoid

data leakage. We tune hyperparameters𝑀 and 𝑒 𝑓 𝐶𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 for

the baseline HNSW graphs to get the best performing results, with

the corresponding type of diversification heuristic turned on. We



(a) SIFT1M (b) Deep1M (c) GloVe (d) GIST

Figure 4: Comparison of search time and accuracy on SIFT1M, Deep1M, GloVe, and GIST. For recall (x-axis), larger is better.
For search time (y-axis), lower is better.

empirically find that performing GraSP with 𝜎 = 0.7 on an graph

constructed with the average out-degree M equal or slightly larger

(e.g., M=14–20) than the best performing baseline graph (e.g., M=14)

could lead to better results, via grid search over𝑀 and 𝜎 . We also

note that if the baseline uses a larger M (i.e., which appears to

have more redundant edges) or we tune more hyperparameters of

GraSP, GraSP could achieve even better results than the baseline.

Additional implementation details and all parameters are reported

in Appendix D.

Datasets. We evaluate our approach on four widely used bench-

marks. SIFT1M contains 128-dimensional SIFT descriptors [27]. It

consists 1,000,000 base vectors, 100,000 learning vectors, and 10,000

testing vectors. To prevent the learning from overfitting, we remove

overlapped testing vectors from the original learning set, which

results in 89,983 learning vectors for SIFT1M. Deep1M is a random

1,000,000 subset of one billion 96-dimensional machine-learned

vectors [10]. We sample 100,000 vectors from the provided learn set

for training. For testing, we take the original 10,000 queries. GloVe
is a collection of 200-dimensional word embedding vectors from

Twitter data [44]. We divide the original 1,193,514 vectors to get

base, training, and testing sets, each containing 1,083,514, 100,000,

and 10,000 vectors, respectively. GIST consists 960-dimensional

vectors [19]. It consists 1,000,000 base vectors, 500,000 learning

vectors, and 1,000 testing vectors.

Evaluation metrics. Both latency and accuracy are important

metrics as they measure search efficiency. We measure query la-

tency as the average time of per-query execution (one query at a

time) in millisecond. For accuracy, we measure Recall@1, which

is a challenging metric, as it also measures Precision@1 and any

order inversion causes the loss of accuracy.

Platform.All the experiments were done on a 64-bit Linux Ubuntu

16.04 server with Intel Xeon CPU E5-2650 v4 @ 2.20GHz processor.

5.2 Comparison with HNSW
We first compare GraSP with the baseline HNSWmethod in latency-

vs-recall. We use the default best-first search and vary the search

queue length 𝐿 to obtain search time at different recall regions.

We highlight a few key observations below: For all datasets, the

learning-augmented provides gains at different Recall@1 regions.

For SIFT1M, there are more significant gains at the lower recall

regions, where we observe 1.49X latency reduction at 90% recall. As

the recall increases, the gain becomes smaller. For Deep1M, there

are more significant gains in the range of 93%–99% recall, where we

observe 1.34X latency reduction at 96% recall. For GloVe, the gain

starts to show up at 80% recall and becomes bigger as the recall

increases. For GIST, GraSP provides relatively small yet consistent

gains across all recall ranges.

GraSP is able to provide better performance because it learns

to identify the importance of individual edges through exploiting

query distributions, which allows to better capture the specific

roles of graph vertices. By pruning redundant edges, it only keeps

a fraction of edges crucial for search efficiency, allowing a query to

check less number of edges to find the closest vector. The improved

accuracy under a given time budget is therefore an effect of the

shift of the Pareto curve [2].

5.3 Comparison with NSG
NSG [25] is another state-of-the-art graph-based approach, which

uses heuristics to construct graphs that approximate MRNG. This

is a strong baseline, as it already performs edge control by limiting

the out-degrees of all the nodes to a small value by abandoning the

longer edges. We use the parameters listed on their repository for

corresponding datasets due to their excellent performance.

(a) SIFT1M (b) Deep1M

(c) GloVe (d) GIST

Figure 5: Comparison of GraSP with NSG. The results show
that GraSP outperforms NSG by achieving comparable accu-
racy while providing up to 2.24x faster speedups.

Fig. 5 compares NSG with GraSP. The results show that GraSP

consistently achieves better accuracy-vs-latency than NSG. For



example, GraSP outperforms NSG by 2.24X at 99% recall@1 point,

and it outperforms NSG by 1.45X at 92% recall@1 point. GraSP

outperforms NSG, because it exploits query distribution to optimize

the graph indices by explicitly maximizing search efficiency. We

remark that despite showing better performance than NSG, GraSP

is compatible and complementary to NSG, and the GraSP should

be applicable to NSG to improve its performance as well.

5.4 Comparison with Heuristic Pruning
We also compare GraSP with two pruning methods that are based

on heuristics. 1. Random pruning (RP): we uniformly sample half

of the edges from the bottom layer of HNSW to prune. 2. Reducing
degree (RD): we directly reduce the maximum out-going degree to

half of𝑀 during the graph construction phase. For a given accuracy

target (e.g., 0.98 for SIFT1M, 0.94 for Deep1M, and 0.83 for GloVE),

we vary 𝐿 to find theminimum latency to reach the desired accuracy

and report the results in Table 1.

Dataset Configuration Recall Latency(ms)

SIFT1M

RP 0.966(-1.4%) 0.23

RD 0.982(+0.2%) 0.16

GraSP 0.982(+0.2%) 0.13

Deep1M

RP 0.945(+0.5%) 0.16

RD 0.943(+0.3%) 0.14

GraSP 0.943(+0.3%) 0.1

GloVe

RP 0.814(-1.6%) 1.45

RD 0.83(0%) 0.73

GraSP 0.833(+0.3%) 0.55
Table 1: Comparison between GraSP and heuristic-based
pruning over SIFT1M, Deep1M, and GloVe.

We make two main observations. First, random pruning often

cannot reach the target recall (e.g., on SIFT1M and GloVe), despite

spending more time than the RD and GraSP. This is because random

pruning may accidentally destroy graph properties that are cru-

cial for search efficiency. Second, GraSP achieves faster speed than

directly building an HNSW graph with a smaller out-degree upper-

bound 𝑀 (e.g., M=16). This is interesting but it seems to indicate

first building a large graph with redundant edges and then pruning

can produce a graph with better search quality. From a graph con-

struction perspective, setting a small upperbound 𝑀 reduces the

average out-degree but increases the diameter of the graph, which

may accidentally increase the search path length and lead to worse

performance. In contrast, our approach explicitly maximizes search

efficiency by lowering the expected out-degree.

5.5 Experimental Analysis
In this section, we analyze the convergence of the optimization

process and the effect of pruning ratio (i.e., 1 - keep ratio). We study

how GraSP affects the graph properties and its impact to optimiza-

tion time. We also study how the proposed method responds to

out-of-distribution queries.

Convergence analysis. We analyze the edge probability distribu-

tion at different optimization iterations. Fig. 6 shows that the edge

probability distribution starts with a uniform distribution, which

corresponds to more exploration in the beginning. As the iterative

refinement moves forward, 𝑇 decreases by following the annealing

schedule 𝑇 (𝑘) = 𝑇0 · 𝛽𝑘 . As a result, the distribution shifts to be

more biased: most of the edge probability are distributed around

the two peaks, which indicates that GraSP has entered into an ex-

ploitation phase, where it tends to select edges that are important

for preserving search efficiency. The probability distribution has

converged around the 16–17 iterations. This is consistent with The-

orem A.1, which shows that GraSP eventually converges with the

joint distribution of 𝑅𝑒 (𝑇 ) for all edges 𝑒 being equal for 𝑇 → ∞
and sparsely supported for 𝑇 → 0.

Effect of 𝜎 and 𝐿. Fig.7a reveals that the learned graph has an

interesting phase transition phenomenon, under different search

budget (𝐿 = 20, 50, 100): by setting the sampling rate _(𝐾) to 0.5 dur-
ing the optimization, we observe that the search accuracy quickly

drops after a slight change of 𝜎 to be less than 0.5. This is be-

cause GraSP learns to identify half of the edges that maximize the

search efficiency. This result indicates that there is an edge-minimal

graph beyondwhich further deleting edges would lead to significant

accuracy loss. Fig.7b and Fig.7c show the distance computations

(machine independent) and search time (machine dependent) un-

der different edge selection ratio 𝜎 . The results show that (1) the

pruning ratio has a large influence on search speed: smaller 𝜎 often

leads to much fewer distance computations and faster search time

varying 𝐿, and (2) the search time and the distance computation are

linearly correlated. Finally, Fig.7d shows that, as 𝜎 decreases, the

number of edges in the final graph linearly decreases, which is ex-

pected because larger sampling rates indicate that the optimization

is more aggressive in terms of reducing the number of edges.

Graph properties. We are interested in how with or without

GraSP affects graph properties such as the distributions of in-degree

and out-degree. Fig. 8 shows that both approaches create graphs

that have a binomial distribution of in-degree. However, for HNSW

only, the number of neighbors (i.e., out-degree) for all vertices is

distributed around a fixed value (e.g., 32). This is because HNSW

forces all vertices to have a similar number of edges, where some

of the intrinsic distribution of the data, such as variation in density,

is inevitably lost. In contrast, the out-degree of GraSP optimized

graph is smoothed out to have a truncated power-law distribution:

It keeps the connections of "hubs" while limiting the neighbors

for nodes in sparse areas. Interestingly, prior work investigates

graph navigability with truncated power-law degree distribution

for similarity search and indicates that such distribution is likely

to provide efficient search [35]. In our approach, such properties

naturally emerge after the learning (more results in Appendix F).

Optimization time. The learning time of our approach is 77, 40,

and 118 minutes for SIFT, Deep1M, and GloVe, respectively with

single thread, in addition to the index construction time of the

heuristic graphs. The index construction time is 29 minutes for

HNSW
1
, and 3 minutes for NSG (including k-NN construction) on

SIFT1M. Despite taking additional time to learn, we dowant tomake

it clear that the primarily goal of this work is to improve online

search efficiency in order to reduce the total cost of ownership: a

single index that gets queried hundreds of millions of times over

its life cycle, where index construction is one-time cost and is

not a major bottleneck. Additionally, the optimization time can

1
We use a large efConstruction (e.g. 400) than the default 200, which leads to increased

construction time but provides better online search-vs-accuracy performance.



Figure 6: Distribution of edge probability at different learning steps of GraSP. The x-axis shows the probability bins, from 0
to 1 with intervals of 0.1. The y-axis represents the percentage of edges that fall into a bin.

(a) (b)

(c) (d)

Figure 7: Impact of (a) index size, (b) accuracy, (c) distance
computations, and (d) search time, under different selection
ratio 𝜎 and different 𝐿.

be accelerated through parallelism, which we leave to explore in

future work.

Out-of-distributionqueries.To test out how the proposedmethod

responds to out-of-distribution queries, we generated queries with

normal distribution N(0, 1). Fig. 9 shows the comparison with

HNSW. The results indicate that out-of-distribution queries affect

GraSP’s performance more than HNSW. This is somewhat expected,

because our approach optimizes graphs based on query distribution.

An out-of-distribution query serves as an adversarial example to

the learning-based approach. However, in practice, given that both

database vectors and query vectors are generated by the same DNN

model, it is unlikely the case that these out-of-distribution queries

would appear.

6 CONCLUSION AND FUTUREWORK
The similarity graph is an important data structure for building deep

learning applications. It is crucial to make it answer queries with

low latency and high accuracy in production. In this work, we show

that it is possible to further improve the search efficiency of graph-

based similarity search by exploring query distribution, opening

new possibilities for ANN search optimizations. One limitation of

our work is that we have not investigated larger datasets because

(a) In-degree (heuristic) (b) In-degree (learned)

(c) Out-degree (heuristic) (d) Out-degree (learned)

Figure 8: Distributions of in-/out-degree without and with
GraSP optimization on SIFT1M (M=32).

(a) SIFT1M (b) Deep1M

Figure 9: Comparison of out-of-distribution queries.

learning can be computationally intensive as the dataset size grows.

In futurework, we intend to exploremore efficient learningmethods

that will make the learning-based optimization easier to scale to

large-scale datasets. Furthermore, it would be interesting to find

an easier or automatic way to tune the hyperparameters in GraSP,

such that GraSP will be able to automatically prune excess edges

from the graph as much as it will not hurt the recall. This would

offer a great advantage against existing methods, for which we

need to determine a good𝑀 through tuning.
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A CONVERGENCE AND CORRECTNESS
In this part, we provide a theoretically derived proof of the conver-

gence and correctness of our algorithm in Theorem A.1 below.

Theorem A.1. Let 𝐺0 (𝑉 , 𝐸0) be the original graph to prune, and
let 𝑄 be the query set. Suppose there exists a subset of edges 𝐸∗ ⊆ 𝐸0
such that the average recall of retrieving the nearest neighbor in 𝑉
for all queries 𝑞 ∈ 𝑄 using edges in 𝐸∗ is 1. Let 𝐺 (𝑘) be the random
graph at iteration 𝑘 running Algorithm 1, and let {𝑅𝑒 (𝑘)} be the
family of Bernoulli random variables defined on the edges of 𝐺 (𝑘),
with P(𝑅𝑒 (𝑘) = 1) = 𝑝𝑒 (𝑘). Assume that 𝑝𝑒 (𝑘𝑒 ) < 1

2
for 𝑒 ∈ 𝐸0\𝐸∗

at some step 𝑘𝑒 . Also assume that 𝑇 (𝑘) ≥ 𝑇 (𝑘 + 1) for all 𝑘 . If
𝜎 = 1 − |𝐸∗ |/|𝐸0 |, then:

(1)
∑
𝑒∈𝐸∗ 𝑝𝑒 (𝑘 + 1) ≥

∑
𝑒∈𝐸∗ 𝑝𝑒 (𝑘) for all sufficiently large 𝑘 . In

particular, lim𝑘→∞
∑
𝑒∈𝐸∗ 𝑝𝑒 (𝑘) exists.

(2) If lim𝑘→∞𝑇 (𝑘) = 0, then lim𝑘→∞ 𝑝𝑒 (𝑘) = 1 for all 𝑒 ∈ 𝐸∗,
and lim𝑘→∞ 𝑝𝑒 (𝑘) = 0 for all 𝑒 ∈ 𝐸0\𝐸∗.

(3) With the condition in (2), suppose 𝑟 (𝑘) denotes the average
expected recall of retrieving the ground truth nearest neighbor
of a query 𝑞 ∈ 𝑄 in a subgraph of 𝐺 (𝑘) randomly sampled
from the joint distribution {𝑅𝑒 (𝑘)}. Then lim𝑘→∞ 𝑟 (𝑘) = 1.

Theorem ??. We start with showing (1). Note that the probability

sum constraints∑
𝑒∈𝐸∗

𝑝𝑒 (𝑘) +
∑

𝑒∈𝐸0\𝐸∗
𝑝𝑒 (𝑘) = (1 − 𝜎) |𝐸0 | = |𝐸∗ |

is satisfied for all 𝑘 . It then suffices to show that∑
𝑒∈𝐸\𝐸∗

𝑝𝑒 (𝑘 + 1) ≤
∑

𝑒∈𝐸\𝐸∗
𝑝𝑒 (𝑘)

for sufficiently large 𝑘 . Observe that 𝑤𝑒 (𝑘) remains a constant

(= 𝑤𝑒 (0)) for all 𝑘 and all 𝑒 ∈ 𝐸0\𝐸∗, and that ` (𝑘) monotonically

decreases as 𝑘 increases. 𝑤𝑒 (𝑘) remains a constant for all k and

all edges in 𝐸∗ because the recall through all edges in 𝐸∗ is 1, so
the weights associated to these edges are not penalized by the

algorithm. Therefore they remain constant. ` (𝑘) decreases because
the constraint in Equation 5 monotonically increases as either𝑤𝑒 or

` (𝑘) increases. During the annealing process, ` (𝑘) does not increase
since each 𝑤𝑒 does not. We claim that 𝑝𝑒 (𝑘 + 1) ≤ 𝑝𝑒 (𝑘) for all
𝑘 ≥ 𝑘𝑒 . Together with the probability sum constraints this shows

that

∑
𝑒∈𝐸∗ 𝑝𝑒 (𝑘) is monotonically increasing for 𝑘 ≥ max𝑒 𝑘𝑒 .

Since

∑
𝑒∈𝐸∗ 𝑝𝑒 (𝑘) is bounded from above, lim𝑘→∞

∑
𝑒∈𝐸∗ 𝑝𝑒 (𝑘) =

sup𝑘

∑
𝑒∈𝐸∗ 𝑝𝑒 (𝑘) exists.

For (2), since lim𝑘 𝑇𝑘 = 0, observe that lim𝑘→∞ 𝑝𝑒 (𝑘) → 0 for

all 𝑒 ∈ 𝐸0\𝐸∗. Thus the probability sum constraint enforces that

lim𝑘

∑
𝑒∈𝐸∗ 𝑝𝑒 (𝑘) = |𝐸∗ |. Recall that lim inf𝑘 𝑥𝑘 + lim sup𝑘 𝑦𝑘 ≥

lim inf𝑘 (𝑥𝑘 + 𝑦𝑘 ) for any real sequences 𝑥𝑘 and 𝑦𝑘 . Now consider

any 𝑒 ∈ 𝐸∗, we have
lim inf

𝑘→∞
𝑝𝑒 (𝑘)

≥ lim

𝑘→∞

∑
𝑒∈𝐸∗

𝑝𝑒 (𝑘) − lim sup

𝑘→∞

∑
𝑒′∈𝐸∗\{𝑒′ }

𝑝𝑒′ (𝑘)

≥ |𝐸∗ | −
∑

𝑒′∈𝐸∗\{𝑒′ }
lim sup

𝑘→∞
𝑝𝑒′ (𝑘)

≥ |𝐸∗ | −
∑

𝑒′∈𝐸∗\{𝑒′ }
1

= |𝐸∗ | −
(
|𝐸∗ | − 1

)
= 1.

which implies that lim𝑘 𝑝𝑒 (𝑘) = 1.

To prove (3), we first define the notation 𝜒 (𝑞, 𝐸) to be the indi-

cator function of whether the ground truth nearest neighbor of a

query 𝑞 can be retrieved in𝐺 using a subset of edges 𝐸 ⊆ 𝐸0. More

precisely, 𝜒 (𝑞, 𝐸) = 1 if the nearest neighbor of 𝑞 can be retrieved

using edges in 𝐸; and 𝜒 (𝑞, 𝐸) = 0 otherwise. Note that the average

recall at step 𝑘 can be written as

𝑟𝑘 =
1

|𝑄 |
∑
𝑞∈𝑄

∑
𝐸⊆𝐸0

𝜒 (𝑞, 𝐸)P(𝐸 is chosen from 𝐺 (𝑘)),

where the second summation is amongst all subsets of 𝐸0. Since

each edge being chosen is independent of other edges, we can

expand the probability and it follows that

𝑟𝑘 =
1

|𝑄 |
∑
𝑞∈𝑄

∑
𝐸⊆𝐸0

(
𝜒 (𝑞, 𝐸)

∏
𝑒∈𝐸

𝑝𝑒 (𝑘)
∏
𝑒∉𝐸

(1 − 𝑝𝑒 (𝑘))
)
.

Since we assumed that 𝜒 (𝑞, 𝐸∗) = 1 for all 𝑞 ∈ 𝑄 , it follows that
𝜒 (𝑞, 𝐸) = 1 for all 𝐸 ⊇ 𝐸∗. Thus

𝑟𝑘 ≥
1

|𝑄 |
∑
𝑞∈𝑄

∑
𝐸∗⊆𝐸⊆𝐸0

(∏
𝑒∈𝐸

𝑝𝑒 (𝑘)
∏
𝑒∉𝐸

(1 − 𝑝𝑒 (𝑘))
)
.

Note that ∑
𝐸∗⊆𝐸⊆𝐸0

(∏
𝑒∈𝐸

𝑝𝑒 (𝑘)
∏
𝑒∉𝐸

(1 − 𝑝𝑒 (𝑘))
)

=
∑

𝐸∗⊆𝐸⊆𝐸0

©«
∏
𝑒∈𝐸∗

𝑝𝑒 (𝑘)
∏

𝑒∈𝐸\𝐸∗
𝑝𝑒 (𝑘)

∏
𝑒∉𝐸

(1 − 𝑝𝑒 (𝑘))
ª®¬

=
∏
𝑒∈𝐸∗

𝑝𝑒 (𝑘)
∑

𝐸∗⊆𝐸⊆𝐸0

©«
∏

𝑒∈𝐸\𝐸∗
𝑝𝑒 (𝑘)

∏
𝑒∉𝐸

(1 − 𝑝𝑒 (𝑘))
ª®¬

=
∏
𝑒∈𝐸∗

𝑝𝑒 (𝑘)
∑

𝐸∗⊆𝐸⊆𝐸0
P(𝐸 is chosen from 𝐸0\𝐸∗)

=
∏
𝑒∈𝐸∗

𝑝𝑒 (𝑘).

Therefore

lim inf

𝑘→∞
𝑟𝑘 ≥ lim inf

𝑘

1

|𝑄 |
∑
𝑞∈𝑄

∏
𝑒∈𝐸∗

𝑝𝑒 (𝑘)

≥ 1

|𝑄 |
∑
𝑞∈𝑄

lim inf

𝑘→∞

∏
𝑒∈𝐸∗

𝑝𝑒 (𝑘)

≥ 1

|𝑄 |
∑
𝑞∈𝑄

∏
𝑒∈𝐸∗

lim inf

𝑘→∞
𝑝𝑒 (𝑘)

=
1

|𝑄 |
∑
𝑞∈𝑄

1 = 1.

This shows that lim𝑘→∞ 𝑟𝑘 = 1 and completes the proof. □

B BINOMIAL WEIGHT NORMALIZATION
Algorithm 2 describes the details of the binomial normalization and

graph sampling based on normalized weights. The binary search is

equivalent to find ` (𝑘) to have the sum of join distribution equal

to the target number of edges in the sampled subgraph, which has

a time complexity of 𝑂 ( |𝐸 | · log(max(𝑤 (𝑘)) −min(𝑤 (𝑘))).



EFANNA HNSW NSG GraSP
K L iter S R M efC nn R L C M efS (learning)

SIFT1M 200 200 10 10 100 14 500 200 50 40 500 14 400

Deep1M 200 200 10 10 100 14 500 200 50 40 500 20 400

GloVe - - - - - 16 500 400 70 60 500 20 400

GIST - - - - - 24 500 400 70 60 500 24 400

Table 2: Hyperparameters for running SIFT1M, Deep1M, GloVe, and GIST.

Algorithm 2 Binomial_Weight_Normalization()

1: Input: 𝐺∗ (𝑉 , 𝐸), sampling ratio _,W = {𝑤𝑒 |𝑒 ∈ 𝐸}, tempera-

ture T

2: Output: 𝐺≻(V, E’)
3: E’← {}

4: target← _ · |𝐸 |
5: max_w←𝑚𝑎𝑥 (W)
6: min_w←𝑚𝑖𝑛(W)
7: avg_w← 𝑇 · 𝑙𝑜𝑔( _

1−_ )
8: search_range_min← avg_w - max_w

9: search_range_max← avg_w - min_w

10: ` ← binary_search(arr=W, left=search_range_min,

right=search_range_max, num=target)

11: for e in 𝐸 do
12: 𝑤𝑒 ← 𝑤𝑒 + ` ⊲ Normalize weights with offset `

13: 𝑝𝑒 =
1

1+𝑒𝑥𝑝 (−𝑤𝑒
𝑇
) ⊲ Recompute keep probability

C COMPUTATION COMPLEXITY
GraSP (Algorithm 1) goes through K optimization steps. For each

step, the cost consists of three parts:

• The cost of binomial normalization, which has a complexity

of 𝑂 ( |𝐸 | · 𝑙𝑜𝑔(𝑚𝑎𝑥 (W) −𝑚𝑖𝑛(W)));
• The cost of sampling to get a subgraph, which takes 𝑂 ( |𝐸 |)
complexity;

• The cost for updating the edge weights, which is 𝑂 ( |𝑄 | ·
𝑙𝑜𝑔( |𝑉 |)), because queries take logarithmic time complexity

on proximity graphs.

• The cost for the final ranking of the edge weights, which is

𝑂 ( |𝐸 | · 𝑙𝑜𝑔( |𝐸 |)).
Consequently, GraSP has the computation complexity of 𝑂 (𝐾 ×
(|𝐸 | · 𝑙𝑜𝑔(𝑚𝑎𝑥 (W) −𝑚𝑖𝑛(W)) + |𝐸 | + |𝑄 | · 𝑙𝑜𝑔( |𝑉 |) + |𝐸 | · 𝑙𝑜𝑔( |𝐸 |)).
The value 𝐾 is often small (e.g., < 20) in practice.

D IMPLEMENTATION
We implement GraSP in C++. Subgraph sampling is implemented by

using a binary mask map, which is of the same size as the number of

edges, to determines edges that are kept in the sampled subgraph.

The edges that are masked are not visited when searching the

sampled subgraphs. However, their weight can still be updated (e.g.,

during the binomial normalization). For our baseline, we also try

to test a concurrent method that uses reinforcement learning to

construct graphs [11]. However, the open-sourced code reports a

proxy metric NDC (num. of distance calculations) instead of actual

latency. When measuring the actual execution time, it appears to

be orders of magnitude slower than our approach. By looking into

their implementation, the code is implemented in Python and is not

optimized for online searching. In contrast, we implement GraSP

using C++ and take high performance into account. For this reason,

we focus on evaluation of high performance graph-based ANN

methods.

E HYPERPARAMETERS
Table 2 reports the hyperparameters for each dataset/configuration.

F MORE RESULTS ON GRAPH PROPERTY
ANALYSIS

(a) In-degree (heuristic) (b) In-degree (learned)

(c) Out-degree (heuristic) (d) Out-degree (learned)

Figure 10: Distributions of in-/out-degree from heuristic-
based and learning-augmented graphs over Deep1M.

This part includes more results on graph property analysis. In

particular, Fig. 10 show the frequency distributions of in-degree

and out-degree from heuristic-based (HNSW) and learned (GraSP)

proximity graphs. Overall, we observe similar results as SIFT: the

in-degree remains to have a binomial distribution, and the out-

degree has a truncated power-law degree distribution for the GraSP

graph. The heuristic-based graph has an uneven distribution with a

discontinuity from out-degree 32 and 33. This is because the HNSW

graph has a nested hierarchy, where upper layers are recursively

sampled from the bottom layer. While nodes at the bottom layer

have maximally M = 64 outgoing edges for each node, nodes at the

upper layers have only 32 (
𝑀
2
) outgoing edges per node. Therefore,

the discontinuity at 32 is caused by those upper layers, which have

a different edge distribution.
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